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“To promote the progress of science; to advance 
the national health, prosperity, and welfare; to 

secure the national defense...”

NSF Mission
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NSF Director’s Strategic Vision
Dr. Sethuraman Panchanathan, the 15th director of NSF, has a strategic 
vision that includes three pillars rooted in the legacy of NSF’s founding
• Global Competition:  maintaining global leadership in the scientific enterprise 

• Missing Millions:  ensuring accessibility and inclusivity for aspiring scientists and 
engineers in STEM fields and (demographic, geographical and socio-economic)

– Scale existing pathways and create new pathways to science and engineering

• Industries of the Future: advancing the frontiers of research into the future

Foundation for theses pillars are on Partnerships and Innovation



EPSCoR Mission
Enhances research competitiveness of targeted jurisdictions (states, 
territories, commonwealth) by strengthening STEM capacity and capability

Goals
• Catalyze research capability across and among

jurisdictions

• Establish STEM professional development pathways

• Broaden participation of diverse groups and
institutions in STEM

• Effect engagement in STEM at national and global
levels

• Impact jurisdictional economic development
https://www.nsf.gov/od/oia/programs/epscor/index.jsp



EPSCoR Jurisdictions 

https://www.nsf.gov/od/oia/programs/epscor/Eligibility_Tables/FY2022_Eligibility.pdf

https://www.nsf.gov/od/oia/programs/epscor/Eligibility_Tables/FY2022_Eligibility.pdf


EPSCoR Investment Strategies
• Research Infrastructure Improvement (RII)

Support physical, human, and cyber infrastructure within academic institutions
across each jurisdiction

• Co-Funding w/ NSF Directorates & Offices
Meritorious proposals reviewed in other NSF programs that also satisfy 
EPSCoR programmatic criteria

• Outreach and Workshops
Interaction among EPSCoR Community and NSF to build mutual awareness 
and develop areas of potential strength



EPSCoR Focus on Collaborative Partnerships
RII Track-1

• Collaborations among regional and national EPSCoR jurisdiction-based organizations are encouraged, as are partnerships with
nationally recognized centers of R&D activity, such as federal and industrial R&D laboratories, NSF-sponsored research
centers, and academic institutions with nationally-recognized research capabilities.

RII Track-2
• Builds nationally and internationally competitive collaborative teams of EPSCoR investigators by providing a mechanism to

coalesce investigator expertise into a critical mass for a sustained, effective research and education partnership.

RII Track-4
• Provides opportunities for non-tenured investigators to further develop their individual research potential through extended

collaborative visits to the nation’s premier private, governmental, or academic research centers. During these visits, the
EPSCoR Research Fellows learn new techniques, develop new collaborations and advance existing partnerships.

Co-Funding w/ NSF Directorates
• Joint support of meritorious proposals from EPSCoR Institutions (New PI; Collaborative/Multidisciplinary; Synergy with NSF

Priorities; Broadening Participation; Instrumentation to Increase Research Capacity; K-12 Student & Teacher Training;
Integration of Research & Education).

Workshops and Outreach
• Support EPSCoR community-wide activities designed to explore opportunities in emerging areas of STEM research; Share

best practices in planning and implementation in areas of importance to EPSCoR jurisdictions. Supports NSF staff travel for
collaborations and partnerships with the EPSCoR community and builds mutual awareness



Activity FY16 FY17 FY18 FY19 FY20
RII 130.40 135.80 142.20 144.90 148.60
Track-1 68.92 83.34 108.66 99.08 93.86
Track-2 56.63 43.51 23.70 42.66 42.31
Track-4 0 5.90 6.70 0 9.02
Other 4.85 3.05 3.14 3.16 3.41

Co-funding 28.5 24.9 27.6 30.60 41.9
Outreach & Workshops 1.1 2.1 0.8 0.1 1.2

Total* 160.0 162.8 170.6 175.6 191.7
* May not add due to rounding

EPSCoR Funding ($M)



Increasing Access to Cyberinfrastructure
NSF and EPSCoR Priority

Invest time to understand the needs of the Researchers, Educators, 
and IT staff at the institution-level.

• Develop institutional partnerships to capitalize on resources that are already in-place and 
work together to acquire those that are not.

• Learn from community experiences of the challenges and obstacles faced by the end-
source users (e.g. researchers, educators, students, IT administrative staff, ...).

• Identify opportunities for in-depth immersion to truly understand the campus’ computing 
resources and environments and their unique needs. 

IT and computing resources are not one-size fits all.



DCL 21-108: Towards an Equitable National Cyberinfrastructure

• Partnership effort NSF effort between the Campus Cyberinfrastructure (CC*)
Program (Office of Advanced Cyberinfrastructure (OAC)) and the Established
Program to Stimulate Competitive Research (EPSCoR) (Office of Integrative
Activities (OIA))

• Response to targeted activities under the American Rescue Plan Act, 2021
– Targeted specifically to those that have been disproportionately impacted by the pandemic

• DCL focus on Cyberinfrastructure support efforts for institution and individuals
disproportionately affected by the pandemic
– Examples: enhance cyber connectivity, mitigating gaps in access to cyber resources, etc.

Goal: Invest in coordinated campus-level networking and cyberinfrastructure
improvements, innovation, integration, and engineering for science and engineering
applications and distributed research projects.



NOTE: Proposals responding to this DCL are welcome from any institution eligible to submit to CC*. 
Institutions based in EPSCoR-eligible jurisdictions are especially encouraged to submit.



NSF DCL 21-108 
Goals

(collaborative effort from 
the EPSCoR and Campus 
Cyberinfrastructure (CC*) 

Programs)

Respond to the NSF DCL 21-108 on establishing 
an equitable national Cyberinfrastructure

Foster innovative collaborations to address
disparities and enhance regional and national
Cyberinfrastructure goals

Explore topics in emerging areas of science and 
engineering to enable equitable partnerships

Bring together communities of thought to 
explore on recent research or education findings 

Expose researchers and trainees at underserved 
institutions to new collaborations, tools & techniques





ACCI Task Force on Campus Bridging
• Strategic Recommendation to the NSF #3: The National Science Foundation should create a new program funding high-

speed (currently 10 Gbps) connections from campuses to the nearest landing point for a national network backbone. The 
design of these connections must include support for dynamic network provisioning services and must be engineered to 
support rapid movement of large scientific data sets." - pg. 6, National Science Foundation Advisory Committee for 
Cyberinfrastructure Task Force on Campus Bridging, Final Report, March 2011

• www.nsf.gov/od/oci/taskforces/TaskForceReport_CampusBridging.pdf
• Also see Campus Bridging Technologies Workshop: Data and Networking Issues Workshop Report. G.T. Almes, D. Jent 

and C.A. Stewart, eds., 2011, http://hdl.handle.net/2022/13200

http://www.nsf.gov/od/oci/taskforces/TaskForceReport_CampusBridging.pdf


Building the research network substrate – campus level:  CC* 
~350 Awards across 49 states/jurisdictions 2012-today

CAMPUS CYBERINFRASTRUCTURE (CC*): Upgrades networking capabilities for >200 
campuses across 45 states to support science applications and distributed research projects



Campus Cyberinfrastructure (CC*) NSF 21-528

The Campus Cyberinfrastructure (CC*) program 
invests in coordinated campus-level networking 
and cyberinfrastructure improvements, innovation, 
integration, and engineering for science applications 
and distributed research projects. Science-driven 
requirements are the primary motivation for any 
proposed activity.



Summary #s for NSF’s Campus CI Program 2012-2020

• ~350 awards (not including workshops, EAGER)
• $110M+ invested over 9 years (FY12-FY21)
• Award categories [aggregate (FY20)]:

– Campus Networking Upgrades: 143 (6)
– Network Integration/Innovation: 60 (10)
– Regional/Network Design: 37 (3)
– CyberTeam / CI Engineer: 33 (5)
– Compute: 33 (19)
– Other: 35 (7 planning grants)



CC* 21-528 - Campus Cyberinfrastructure
• https://www.nsf.gov/pubs/2021/nsf21528/nsf21528.htm
• $13M-$15M in expected award funding
• Proposals due March 1 and October 11, 2021
• Area #1 – Campus Network upgrades

– 10/100Gbps+ inter- and intra-campus networking
– Re-design of campus border to prioritize science flows
– Awards up to $500,000

• Area #2 – Regional coordination for Small Institutions
– Establishing r&e network connectivity for multiple under-resourced institutions
– Awards up to $1,000,000

• Area #3 – Networking Integration and Applied Innovation
– Applied R&D in networking motivated by science use cases
– Awards up to $500,000 (small) and $1,000,000 (large)

• Area #4 – Campus Computing
– Shared cluster cycles for campus-wide science
– Awards up to $400,000

• Area #5 – Planning Grants and CI-Research Alignment
– Awards up to $100,000 (planning) and $200,000

https://www.nsf.gov/pubs/2021/nsf21528/nsf21528.htm


Program-wide Criteria for CC* proposals
• Science-driven requirements are the primary motivation for any proposed activity. 

Proposals will be evaluated on the strength of the science enabled (including research and 
education) as drivers for investment and innovation in data networking infrastructure, 
innovation, and engineering.

• A partnership among researchers/educators and campus IT leadership
• All proposals submitted to the CC* program, with the exception of area (5), must include a 

Campus CI plan within which the proposed CI improvements are conceived, designed, and 
implemented in the context of a coherent campus-wide strategy and approach to CI that is 
integrated horizontally intra- campus and vertically with regional and national CI 
investments and best practices. This Campus CI plan must be included as a Supplementary 
Document and is limited to no more than 5 pages.

• https://fasterdata.es.net/campusCIplanning/

https://fasterdata.es.net/campusCIplanning/


CC* Area#1 - Data Driven Networking Infrastructure for 
the Campus and Researcher

• network infrastructure improvements at the campus level
• network improvements include:

– Network upgrades within a campus network to support a wide range of science data flows…
– re-architecting a campus network to support large science data flows, for example by designing and 

building a "science DMZ" (see http://fasterdata.es.net/science-dmz/ for more information on the 
"science DMZ" approach)

– Network connection upgrade for the campus connection to a regional optical exchange or point-of-
presence that connects to a state/regional/national network aggregation point prioritizing support for 
research and education

• In addressing networking equipment choices and configurations matched for high-performance 
R&E networking environments, proposals are encouraged to leverage objective community 
expertise and experience available from the NSF-funded EPOC project at: 
https://epoc.global/cc/.



https://fasterdata.es.net/science-dmz/



https://fasterdata.es.net/science-dmz/



CC* Area#2 – Regional Connectivity for Small Institutions

• This area supports broadening participation and significantly widening the 
set of institutions connected to the regional and national research and 
education network fabric. This area specifically targets groups of 
smaller institutions with fundamental challenges in networking 
infrastructure and resources. This area supports increased research 
and education (R&E) network connectivity across smaller institutions 
coordinated and led by a Regional Optical Network (RON) or a 
leadership institution in R&E networking in the region.



CC* Area#2 – Regional Connectivity for Small Institutions of 
Higher Education

• This area solicits proposals led by established regional and state R&E data 
networks and data network-based consortia. Example entities are listed as 
members of the national regional network consortium called the Quilt (see 
https://www.thequilt.net/about-us/the-quilt-participants/). 

• For areas of the US without a state or regional level coordinating entity and 
associated structure and network infrastructure, proposals will be accepted from 
self-declared leadership universities. An institution may also lead a proposal in 
regions with an established RON with documented coordination with the RON.

• Proposals are required to address campus networking needs spanning 
multiple under-resourced institutions. Proposals addressing a single 
institution are not allowed to submit to this area and will be returned without 
review. Proposals may choose to apply an alternative design framework to the 
conventional single institution context in Area (1) and consider an aggregation 
model where some or all associated resources and services (e.g., Science DMZ) 
are centralized at a regional level.



CC* Area#3 - Network Integration and Applied Innovation
• Goal - take advantage of research results, prototypes, and emerging innovations to 

use them to enable specified researchers in a networking context.
• Proposals in this area are expected to reflect innovation in advanced networking. As 

a result, this area is not appropriate for projects whose costs are dominated by 
equipment purchases.

• Proposals in this area support the development and integration of innovative 
networking capabilities and network-related software development, and 
deployment activities resulting in an operational environment prototype are 
expected to be part of the proposed activities.

• Proposals are encouraged to perform experimental deployment, protocol 
prototyping and testing, and evaluation using FABRIC (https://www.fabric-
testbed.net). 



CC* Area#4 – Campus Computing and the Computing 
Continuum

• This program area promotes coordinated approaches in scientific computing at the campus level. 
This area invests in the seeding of new and shared computing resources at the campus level 
through investments in capacity computing in campus clusters. The program promotes a 
coordinated approach incentivizing multi-campus and national resource sharing.

• All proposals into this area must address:
– Scientific and engineering projects and their research computing needs, describing project-

specific scenarios for scientific computing tied to the proposed computing resources;
– Features, capabilities, and software platforms representing the proposed computing 

resources; and
– Scientific computing codes expected to run on the resources.

• NSF encourages proposals in this program area from under-resourced institutions and strong 
preference will be given to proposals demonstrating a compelling need for access to campus/cloud 
resources, including institutions lacking necessary computing and storage resources on campus.

• Proposals are required to commit to a minimum of 20% shared time on the cluster and describe 
their approach to making the cluster available as a shared resource external to the campus.



OSG - a National Fabric of Distributed Computing Services
https://osg-htc.org/campus-cyberinfrastructure

The OSG Fabric of Services connects over 
120 sites across the US and 

internationally, making compute and 
data resources available through their 

Access Points.

In the last 12 months, over 1.9B CPU 
hours were delivered by OSG services



CC* Area#5 – Planning Grants and CI-Research Alignment 
(CIRA)

• This program area supports planning and coordination activities.
• Planning Grants:

– Planning proposals should define a clear set of goals and a set of coordination and 
planning activities to meet those goals. Equipment costs are not allowed as part of a 
Planning Grant, and proposed costs are expected to include support for community 
coordination and planning activities

– Planning proposals are welcome for areas (1) through (4) in CC* 
• CI-Research Alignment (CIRA) proposals:

– A CIRA award provides opportunities to foster new collaborations, including 
international partnerships, and address interdisciplinary topics.

– A CIRA proposal is expected to develop a comprehensive CI strategy encompassing 
a campus, multiple campuses, or a state or regional research and education network 
entity. 

– The CIRA activity may encompass planning for a future CC* proposal, but goes 
beyond a specific campus network design, assessment of campus computing needs, 
or compilation of demanding science drivers to address integrated CI planning and 
scoping across the relevant scientific communities on campus, across multiple 
campuses, state-wide, or regionally. 



Selected URLs from CC* 21-528

• http://fasterdata.es.net/campusCIplanning/
– Example Campus CI Plans from CC* awardees

• http://fasterdata.es.net/science-dmz/
– Reference material on re-architecting a campus network border

• https://epoc.global/cc/
– NSF-funded project providing objective community expertise

• http://thequilt.net
– See next talk by Jen Leasure

• http://www.opensciencegrid.org
– OSG, a national distributed shared computing fabric

http://fasterdata.es.net/campusCIplanning/
http://fasterdata.es.net/science-dmz/
https://epoc.global/cc/
http://thequilt.net/
http://www.opensciencegrid.org/


Thank you!



CONTACT 
INFORMATION

Kevin L. Thompson (kthompso@nsf.gov),
Deepankar Medhi (dmedhi@nsf.gov)
Program Directors, CC*

Subrata Acharya (acharyas@nsf.gov)
Timothy M. VanReken (tvanreke@nsf.gov), 
Program Directors, EPSCoR

Full proposals due October 11, 2021, 5pm (submitter's local time)!!!
https://www.nsf.gov/pubs/2021/nsf21108/nsf21108.jsp?org=NSF
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